Quantifying dislocation microstructure evolution and cyclic hardening in fatigued face-centered cubic single crystals
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1. Introduction

The need to develop and formulate reliable fatigue damage life prediction methods for metals in aerospace applications is ever-growing. Fatigue failure is considered to be one of the main causes leading to structural and mechanical systems failure (Stephens et al., 2000; Schijve, 2009). It has been estimated that the cost of failed mechanical components due to fatigue is around 4% of the U.S. gross national product (Stephens et al., 2000). While fatigue failure has been one of the earliest failure mechanisms to be studied, a complete understanding of mechanical fatigue still does not exist (Mughrabi, 2010; Suresh, 1998). The evolution of the material microstructure under cyclic loading is sensitive to the loading conditions, environmental effects, strain rate, and the material crystal structure, among other factors. This partially explains the complexity of fatigue related failures. In addition, the recent growing interest in nanocrystalline metals for MEMS applications has lead to new questions regarding the cyclic response of these materials that are yet to be answered (Mughrabi and Hoppel, 2010). Thus, an in depth effort to provide physical...
insights regarding the important deformation mechanisms active during cyclic loading is needed to develop more robust fatigue failure predictions.

The evolution of the dislocation microstructure during cyclic loading is a complicated process, where several deformation mechanisms that span multiple length and time scales are strongly interacting. Both in situ and post-mortem experiments can only provide limited information on how the dislocation microstructure evolves under highly controlled and usually idealized loading environments. Furthermore, theories that attempt to explain the microscopic behavior, especially dislocation patterning, are usually based on simplified models in which the stress triaxiality and the dislocations interactions are either neglected or modeled using ad hoc assumptions (Bako and Groma, 1999; Groma and Bako, 2000; Koslowski et al., 2006). However, a full consideration of the evolution of dislocations structures is essential in an effort to partially unravel the complexity of the problem.

High fidelity computer simulations at the appropriate length scales can provide better insights on details of the dislocation microstructure evolution. Discrete Dislocation Dynamics (DDD) simulations (Kubin et al., 1992; Ghoniem et al., 2000; Zbib et al., 2002; Weygand et al., 2002), where the physics-based evolution of dislocation microstructures is captured, can provide such needed understanding. DDD has been extensively utilized in the past to study the effects of crystal size on its mechanical response (e.g. Motz et al., 2009; El-Awady, 2015), the behavior of thin films (e.g. Pant et al., 2003), nanoindentation (e.g. Fivel et al., 1998), and irradiation hardening (e.g. Khraishi et al., 2001). In DDD, most physical mechanisms required to accurately replicate the evolution of dislocations are accounted for with minimal constitutive rules or empirical laws incorporated. This makes DDD a suitable choice for explicitly modeling the collective behavior of dislocations with minimum ad hoc assumptions if any.

Discrete Dislocation Dynamics simulations have been previously used to study several aspects of cyclic loading in metals. Deshpande et al. (2003) used two-dimensional (2D) DDD to study the interaction of dislocations with pre-existing cracks under both monotonic and cyclic loading, and concluded that dislocation activities tend to be more localized around the crack tip in cyclic loading. Brinckmann and Van der Giessen (2004) used 2D DDD to study the evolution of the dislocation density and stresses in a surface grain subject to cyclic loading and concluded that stress accumulation takes place even after a low number of cycles. Déprès et al. (2004, 2006) performed an extensive three-dimensional (3D) DDD study of early cycle fatigue behavior using the simple edge-screw model (Kubin et al., 1992). These simulations were performed starting with a single Frank–Read source in cylindrical and half-dodecahedral surface grains. It was concluded that multislip loading orientations lead to more damage accumulation than single slip orientations. The interactions of screw dislocations on parallel slip planes in idealized persistent slip band channels were also investigated using 3D DDD, and the dipole passing mechanism was assessed and interpreted in terms of the fatigue saturation stress (El-Awady et al., 2007).

While these studies are informative, there are still many open questions on the role of crystal size and initial dislocation density on the evolution of the dislocation microstructure and mechanical response during the early stages of cyclic loading in Face Centered Cubic (FCC) metals. To address this, atomistically informed 3D DDD simulations that include key deformation mechanisms, such as physics based cross-slip mechanisms developed earlier by the authors (Hussein et al., 2015), are performed and analyzed. The paper is organized as follows. In Section 2, the simulation setup is briefly presented, and a number of new analysis methods are introduced. In Section 3, the results of the DDD simulations are presented for different crystal sizes, initial dislocation densities, and number of loading cycles. Section 4 discusses the results in view of different dislocation mechanisms. Finally, a summary and conclusions are presented in Section 5.

2. Computational methods

For the current simulations, an in-house modified version of the open source 3D DDD simulations code, ParaDiS (Arsenlis et al., 2007), is used. To avoid any artificial off-plane dislocation climb, ParaDiS was modified to enforce that dislocations will always glide on their designated slip planes. This also applies to dislocation–dislocation reactions that result from dislocation collisions and might lead to, erroneously, placing a dislocation segment off of its slip plane. Furthermore, dislocation cross-slip is an important deformation mechanism that affects the evolution of the defect microstructure and its overall mechanical response (Gutmanas and Nadgornyi, 1970; Jackson, 1983, 1985; Saada, 1991; Jumonji et al., 1996; Madec et al., 2002; Kubin et al., 2006).

Based on recent extensive molecular dynamics studies, three different cross-slip mechanisms have been identified, namely: bulk, surface, and intersection (repulsive and attractive) cross-slip (Rao et al., 2009, 2010, 2011, 2013a, 2013b). These new mechanisms have been incorporated in the in-house version of ParaDiS by implementing an algorithm that would efficiently detect the longest possible screw-oriented dislocation chains, classify them according to the appropriate cross-slip types then identify their probability for cross-slip to occur (Hussein et al., 2015). The activation energies and activation volumes were obtained from atomistic simulations and were reported for nickel (Ni) in Hussein et al. (2015).

The focus of the current simulations is on FCC Ni (Young’s modulus E=210 GPa, and Poisson’s ratio $\nu=0.31$). However, the same approach can be easily extended to study other crystalline materials. While several models of dislocation interactions with grain boundaries and twin boundaries have been recently implemented in DDD (Zhou and Lesar, 2012; Fan et al., 2015), the current simulations are limited to free standing single crystal simulations to reduce the complexities introduced by dislocation grain/twin boundary interactions. Dislocations are allowed to escape from all six surfaces of the simulation cell, mimicking the experimental case of a free standing single crystal axially loaded with soft grips at both ends, to remove any external influence on the dislocation evolution. The loading is strain controlled with fully reversed cyclic...
loading, a strain rate of $\dot{\epsilon} = -200 \, s^{-1}$, and a total strain amplitude of $\Delta \varepsilon = 0.4\%$ in the multislip crystallographic [001] direction. At this strain rate and amplitude, the duration of one loading cycle is $40 \, \mu s$. The crystal geometry is cubical with a side length varied from $D = 0.5$ to $7.5 \, \mu m$. The initial dislocation microstructure is randomly introduced as Frank–Read (FR) sources having random line directions and randomly assigned to one of the twelve FCC slip systems. The FR source length is normally distributed with a mean of $0.6D$ and a standard deviation of $0.03D$, irrespective of the initial dislocation density. The sources are placed on the twelve FCC slip systems with uniform probability, and the initial dislocation density is varied in the range of $\rho_0 = 10^{11}$ to $10^{14} \, m^{-2}$. The number of loading cycles was in the range of 2 to 80 cycles with more computationally expensive simulations running for a lower number of cycles. A number of analysis methods have been developed in this work to analyze the DDD simulation results and are discussed in the following sections.

2.1. Dislocation microstructure metric

A simple and familiar metric for the evolution of the dislocation microstructure with time is the information theoretic entropy (Shannon, 1948), also known as the Shannon entropy, of the dislocation density distribution. For a discrete non-negative distribution, $f_i$, that sums to unity, Shannon entropy is a positive real number defined as

$$S = - \sum_i f_i \ln(f_i)$$

(1)

where $f_i$ is the value of the distribution at the $i$th point, and $N$ is the total number of points. Here, the simulation cell is uniformly meshed into $l \times m \times n$ elements and the total dislocation length inside each element is computed from the dislocation microstructure in that element. The distribution $f_i$ is then defined at the center of each element, and the entropy can be calculated using Eq. (1). Before calculating the entropy, the values of the distribution $f_i$ are normalized by the total dislocation length so that $\sum_i f_i = 1$.

From Eq. (1), it can be shown that the entropy of a uniform distribution is maximum, while that of a singleton (the distribution where one value of the random variable has a probability of one and all other values have probabilities of zero) is zero. In terms of dislocation distributions, a crystal with all dislocations concentrated at a single point will have a zero entropy, while that where the dislocations are uniformly distributed will have a maximum entropy, which in this case will equal $S_{\text{max}} = \ln(l \times m \times n)$. The simulations start with a number of Frank–Read sources, which mimic the case of a singleton, although not perfectly, and it evolves over time into bigger regions that have a uniform dislocation density. By calculating the relative entropy, defined to be the ratio of the dislocation density distribution entropy to the maximum possible entropy, it is possible to measure how far the system has evolved in terms of forming dislocation structures. Simulations that show no relative entropy change maintain their initial configuration of random dislocation distributions, while those that show an increase in their relative entropy show the development of dislocation structures.

2.2. Quantifying the dislocation microstructure size

As will be discussed in Section 3, in the current simulations dislocation cell-like structures evolve and it is important to quantify their average size. Since these cells are not geometrically ideal, a simple method, such as fitting ellipsoids to the low
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dislocation density cell interior, will be sensitive to the irregularities of the dislocation structure and is not expected to give good accuracy.

Alternatively, the method used here builds on the work of Zaiser et al. (1999), which was based on image analysis of 2D transmission electron microscopy (TEM) micrographs of dislocation cell structures to estimate a number of fractal dimensions, and subsequently quantify dislocation cell sizes. In the 3D setting of DDD, at any particular time the simulation cell is meshed into elements and the dislocation density is calculated in each element. All elements with a dislocation density less than a threshold value of $\rho_b = 10^{14} \text{ m}^{-2}$ are neglected. Subsequently, the remaining elements that correspond to the interior of a dislocation wall are represented as a number of points, $p_s$, and their distribution gives the general shape of the dislocation walls. The simulation cell is then divided one more time into cubes $c_i$ of edge length $L$. The total number of points, $p_s$, that are contained within each cube are summed and then the number of cubes, $n$, that have at least one point is recorded. The process is repeated for cubes of different edge lengths, $L$, to get the final distribution $n(L)$. A 2D schematic representation of the cube counting process is shown in Fig. 1(a).

The distribution, $n(L)$, is then used to estimate the dislocation cell size, $L_c$, and dislocation wall thickness, $L_w$ (Zaiser et al., 1999). By plotting $n(L)$ versus $L$, the distribution is usually constant at low and high $L$ values and decreases for intermediate values of $L$, as shown in Fig. 1(b). For small values of $L$, increasing $L$ does not result in a significant change in $n(L)$ because the cube edge length is not yet equal to the dislocation wall thickness. When $L$ is equal to the dislocation wall thickness, $L_w$, there is one cube that spans the entire wall thickness. Any further increase in the cube’s edge length will cause the cubes at the cell corners to cover more dislocation wall regions, which consequently reduces the number of the cubes needed to cover the entire dislocation wall (i.e. $L > L_w$, $n(L)$ decreases). As $L$ is increased further, each cube covers increasingly growing regions of the dislocation wall structure and fewer cubes are needed, which maintains the decreasing monotonicity of $n(L)$. When $L$ becomes large enough that one cube spans an entire dislocation cell (i.e. $L = L_c$), any further increase in $L$ will not result in any change in $n(L)$, since each cube now covers about one dislocation cell and its surrounding dislocation walls. The dislocation wall thickness and dislocation cell size determined by this method are approximate values and they are sensitive to several factors such as the threshold dislocation density and how uniform the dislocation structure is. Nevertheless, this gives a first order approximation for the characteristic length scales of the dislocation microstructure.
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**Fig. 2.** The engineering stress–strain curves from representative simulations having different crystal sizes and grouped by the initial dislocation density: (a) $\rho_0 = 10^{11} \text{ m}^{-2}$; (b) $\rho_0 = 10^{12} \text{ m}^{-2}$; (c) $\rho_0 = 10^{13} \text{ m}^{-2}$; and (d) $\rho_0 = 10^{14} \text{ m}^{-2}$. 
3. Results

The engineering stress versus engineering strain curves under cyclic loading are shown in Fig. 2 from representative simulations having different crystal sizes and initial dislocation densities. For smaller crystal sizes, the overall strength is higher and it decreases as the crystal size increases. The successive drops in the stress after yield correspond to plastic strain bursts, which are less pronounced at higher dislocation densities or larger crystal sizes. At lower dislocation densities and smaller crystal sizes, a larger scatter in the flow stress is observed from one loading cycle to another, and this scatter decreases with increasing dislocation density. Furthermore, for the smallest crystals having size $D = 0.5 \, \mu m$ and initial dislocation density of $\rho_0 = 10^{14} \, m^{-2}$ display no sharp yield points, and the stress–strain curve transitions smoothly in a nonlinear manner from elastic loading to plastic flow. This is due to plastic activity initiating early, leading to continuous softening. This is also observed for the $D = 2.0 \, \mu m$ crystals having an initial dislocation density of $\rho_0 = 10^{13} \, m^{-2}$.

Fig. 3. The engineering stress and dislocation density as a function of simulation time for simulations with an initial dislocation density of $\rho_0 = 10^{12} \, m^{-2}$ and crystal sizes: (a) 0.5 $\mu m$; (b) 0.75 $\mu m$; (c) 1.0 $\mu m$; (d) 2.0 $\mu m$; (e) 5.0 $\mu m$; and (f) 7.5 $\mu m$.
Fig. 3 shows the crystal strength and dislocation density versus simulation time from representative simulations of each crystal size, all having an initial dislocation density of $\rho_0 = 10^{12} \text{ m}^{-2}$. Three observations can be made here. First, the strength decreases with increasing crystal size. Second, for the number of cycles simulated, the dislocation density in the crystals having sizes $D \leq 1.0 \mu\text{m}$ remains constant even with increasing number of cycles. The almost regular spikes in the dislocation density evolution, which coincide with the stress drops, correspond to the activation of one, or at most a few, dislocation sources and their subsequent escape from the crystal surface. The analysis of surface roughness evolution due to the escape of these dislocation segments has been reported in Hussein and El-Awady (2016). On the other hand, the density multiplies significantly faster in crystals having sizes $D \geq 2.0 \mu\text{m}$, even after just a few cycles. These results indicate that the dislocation density multiplication factor is size dependent, with the dislocation density multiplication increasing with increasing crystal size. Finally, strong cyclic hardening is also observed in crystals having sizes $D \geq 5.0 \mu\text{m}$, and almost none are observed for smaller crystals for the number of cycles simulated.

Fig. 4. The engineering stress and dislocation density as a function of simulation time for crystals having size $D = 0.75 \mu\text{m}$ and: (a) $\rho_0 = 10^{12} \text{ m}^{-2}$, (b) $\rho_0 = 10^{13} \text{ m}^{-2}$; and crystals having size $D = 2 \mu\text{m}$ and: (d) $\rho_0 = 10^{12} \text{ m}^{-2}$, (e) $\rho_0 = 10^{13} \text{ m}^{-2}$ and (f) $\rho_0 = 10^{14} \text{ m}^{-2}$.
In addition to the effect of the crystal size, the initial dislocation density plays an important role in controlling both the overall response and the evolution of the dislocation microstructure. Fig. 4 shows representative engineering stress and dislocation density curves as a function of the simulation time for two different crystal sizes starting with three initial dislocation densities each. In both crystal sizes, the overall strength decreases with increasing initial dislocation density, which agrees with the predictions of the generalized size-dependent Taylor-strengthening law (El-Awady, 2015). It is also observed that for $D = 0.75 \, \mu m$, the dislocation density does not change much, for the number of cycles simulated, irrespective of the initial dislocation density. This indicates that the dislocation multiplication and escape rates are equal in smaller crystals. For the $D = 2.0 \, \mu m$, the dislocation density is observed to significantly increase for simulations with higher initial dislocation densities, while it remains mostly constant for simulations with lower initial dislocation densities.

Fig. 5. The initial and final dislocation microstructures for simulations having an initial dislocation density of $\rho_0 = 10^{12} \, m^{-2}$ and sizes: (a) $D = 1.0 \, \mu m$; (b) $D = 2.0 \, \mu m$; and (c) $D = 5.0 \, \mu m$. 

In addition to the effect of the crystal size, the initial dislocation density plays an important role in controlling both the overall response and the evolution of the dislocation microstructure. Fig. 4 shows representative engineering stress and dislocation density curves as a function of the simulation time for two different crystal sizes starting with three initial dislocation densities each. In both crystal sizes, the overall strength decreases with increasing initial dislocation density, which agrees with the predictions of the generalized size-dependent Taylor-strengthening law (El-Awady, 2015). It is also observed that for $D = 0.75 \, \mu m$, the dislocation density does not change much, for the number of cycles simulated, irrespective of the initial dislocation density. This indicates that the dislocation multiplication and escape rates are equal in smaller crystals. For the $D = 2.0 \, \mu m$, the dislocation density is observed to significantly increase for simulations with higher initial dislocation densities, while it remains mostly constant for simulations with lower initial dislocation densities.
The initial and final dislocation microstructures for crystals of different sizes and an initial dislocation density of $\rho_0 = 10^{12} \text{ m}^{-2}$ are shown in Fig. 5. Furthermore, the evolution of the dislocation microstructure in a $D = 2.0 \mu\text{m}$ having an initial dislocation density of $\rho_0 = 10^{13} \text{ m}^{-2}$ is shown in supplementary movie I, while the 3D view of the dislocation microstructure in a $D = 5.0 \mu\text{m}$ crystal having an initial dislocation density of $\rho_0 = 10^{12} \text{ m}^{-2}$ is shown in supplementary movie II. Smaller crystals having $D < 2.0 \mu\text{m}$ do not exhibit any microstructure buildup, even after 80 cycles, and the final microstructure has the same random distribution features as the initial microstructure. Larger crystals having $D \geq 5.0 \mu\text{m}$, however, show the formation of regions of high dislocation densities surrounding regions of low dislocation densities, starting after only two cycles. These emerging dislocation microstructures resemble the experimentally observed dislocation...

Fig. 6. The initial and final dislocation microstructures for simulations of crystals having sizes $D = 2.0 \mu\text{m}$ and: (a) $\rho_0 = 10^{11} \text{ m}^{-2}$; (b) $\rho_0 = 10^{12} \text{ m}^{-2}$; and (c) $\rho_0 = 10^{13} \text{ m}^{-2}$.
cells with dislocation dense walls and less dislocation dense interiors (Mughrabi et al., 1986; Cuddy and Bassim, 1989). The high dislocation density regions are dominated by immobile dislocations, which act as forest dislocations that pin mobile dislocations. It is also observed that many dislocations in the wall regions originate from the multiplication of a few sources from the initial dislocation network due to successive intersection cross-slip events. The high local stresses resulting from the high dislocation densities around the walls reduce the activation barrier for cross-slip further, which subsequently leads to increasing the dislocation wall’s local dislocation density.

Fig. 6 shows the initial and final microstructure for $D = 2 \mu m$ crystals having different initial dislocation densities. For low initial dislocation densities ($\rho_0 \leq 10^{11} m^{-2}$), no dislocation buildup is observed. As the initial dislocation density increases, dislocations start to form dislocation rich regions through dislocation pinning and multiplication. These dislocation rich regions, however, do not have the same geometric features as dislocation cell structures.

It is clear from Figs. 5 and 6 that both the crystal size and the initial dislocation density play an important role in the subsequent evolution of the dislocation microstructure. For the same initial dislocation density, simulations of smaller crystals show no dislocation cell structure formation, while clear dislocation cell structures are observed for simulations of larger crystals. On the other hand, for the same crystal size, simulations with low initial dislocation densities show negligible dislocation cell structure formation even after 80 loading cycles, while simulations with higher initial dislocation densities show the formation of dislocation cell structures even after a few cycles. Nevertheless, it could be expected that a similar dislocation buildup would take place for smaller crystals with higher initial dislocation density, or larger crystals with lower initial dislocation densities, after a considerably larger number of cycles. This is however not attainable in the current simulations since the number of degrees of freedom involved makes simulations of higher number of cycles unachievable with the currently available computational power.

The dislocation density relative entropy (DDRE) versus time for crystals of different sizes an initial dislocation densities is shown in Fig. 7. Larger crystals having $D \geq 5 \mu m$ and a low initial dislocation density of $\rho_0 = 10^{11} m^{-2}$ show a continuous increase in DDRE, indicating the formation of a dislocation cell structure. This is opposed to smaller crystals having sizes $D \leq 2.0 \mu m$ and the same initial dislocation density, even though they are simulated for a higher number of cycles. For

Fig. 7. The dislocation density relative entropy (DDRE) versus simulation time for different crystal sizes and: (a) $\rho_0 = 10^{11} m^{-2}$; (b) $\rho_0 = 10^{12} m^{-2}$; (c) $\rho_0 = 10^{13} m^{-2}$; and (d) $\rho_0 = 10^{14} m^{-2}$.
simulations with a higher initial dislocation density of $\rho_0 = 10^{12} \text{ m}^{-2}$, the larger crystals, having sizes $D \geq 5.0 \mu\text{m}$ show an earlier increase in DDRE, which indicates that dislocation cell structure formation starts even sooner. In addition, crystals having sizes $D = 2.0 \mu\text{m}$ and the same initial dislocation density show an increase in DDRE and dislocation cell structure buildup only after a larger number of cycles. However, smaller crystals having sizes $D < 2.0 \mu\text{m}$ and this same initial dislocation density do not show any dislocation cell structure formation and the DDRE oscillates around a low value even for a higher number of cycles. For simulations with an initial dislocation density of $\rho_0 = 10^{13} \text{ m}^{-2}$, crystals having sizes as small as $D = 1.0 \mu\text{m}$ show some slow DDRE increase, which indicates that a more pronounceable dislocation cell structure formation might develop if the simulations are continued for a higher number of cycles. In addition, crystals having size $D = 2.0 \mu\text{m}$ now show a significant DDRE increase and a corresponding dislocation cell structure formation much earlier in the simulations. Finally, for simulations with an initial dislocation density of $\rho_0 = 10^{14} \text{ m}^{-2}$, no dislocation cell structure formation or increase in DDRE are observed for simulated crystals having $D < 1.0 \mu\text{m}$ up to the number of simulated cycles. However, at this high density, the DDRE oscillates in a manner similar to the oscillations observed for larger crystals at lower densities before they showed any dislocation cell structure formation (e.g. $D \leq 2.0 \mu\text{m}$ and $\rho_0 < 10^{12} \text{ m}^{-2}$), which suggests that dislocation cell structure formation could take place if these crystals were simulated for a higher number of cycles or if the initial dislocation density was higher. These observations suggest the existence of a size-dependent critical dislocation density beyond which dislocation cell structure formation takes place. It also should be noted that the monotonic increase in the DDRE observed for simulations of larger crystals indicates that the load reversal does not break the dislocation cell structures that have formed.

It should be noted that the computational cost of these simulations depends on the number of degrees of freedom, which in turn depends on the crystal size and the initial dislocation density. Unlike most computational methods, the number of
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**Fig. 8.** (a) Dislocation density multiplication factor; (b) number of cross-slip events; (c) relative flow strength; and (d) number of dislocation pinning points, as a function of the number of loading cycle for different simulation conditions. Each data point is an average of three different simulations with varying initial random dislocation distributions.
degrees of freedom in DDD simulations varies over the course of the simulation. As the dislocation density increases through dislocation glide or cross-slip, more dislocation nodes are added to the simulations in order to better accurately capture the dislocation geometry. As dislocations mutually annihilate or escape from the surface, dislocation nodes are removed from the system. This adds a third factor which affects the computational cost of these simulations, that is, the complexity of the dislocation reactions and the subsequent dynamics of dislocations. Unfortunately, this latter factor cannot be easily quantified. In the current simulations, the wall-clock run time per loading cycle varies from about 500 processor-hours for the small simulations ($D = 0.5 \mu m$ and $\rho_0 = 10^{12} m^{-2}$) to about 730,000 processor-hours for the large simulations ($D = 5.0 \mu m$ and $\rho_0 = 10^{12} m^{-2}$). The computational load is almost uniform for the smaller simulations such that one can simulate the same number of loading cycles per processor-hour. On the other hand, the computational cost increases exponentially for larger simulations such that the first few cycles take a fewer number of processor-hours to complete while the later ones take much longer to finish.

4. Discussion

4.1. Dislocation density evolution

Fig. 8(a) shows the ratio of the dislocation density at the end of each cycle to the initial dislocation density versus the number of loading cycles for different crystal sizes and initial dislocation densities. Each data point is an average of three
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**Fig. 9.** The evolution of dislocation density per slip system as a function of simulation time for different crystal sizes and initial dislocation densities: (a) $D = 0.75 \mu m$ and $\rho_0 = 10^{14} m^{-2}$; (b) $D = 2.0 \mu m$ and $\rho_0 = 10^{13} m^{-2}$; (c) $D = 5.0 \mu m$ and $\rho_0 = 10^{12} m^{-2}$; and (d) $D = 7.5 \mu m$ and $\rho_0 = 10^{12} m^{-2}$.
different simulations with varying initial random dislocation distributions. It is observed that larger crystals show a high rate of dislocation density multiplication, which is a direct result of significant dislocation cross-slip events, and in particular intersection cross-slip at the collision points of dislocations on non-parallel planes, as shown in Fig. 8(b). Dislocations glide, collide, then cross-slip in a repeated manner, which leads to storing more dislocations within the crystal rather than their escape. The dislocation density multiplication can reach up to 75 times after only two loading cycles for the larger crystals. This is the main reason these simulations are computationally challenging to run for larger numbers of loading cycles. The increase in the number of degrees of freedom over time makes the simulation computationally demanding and it becomes impractical to continue the simulations further.

A similar mechanism was suggested by Déprès et al. (2004) to explain the formation of dislocation microstructures, however, they had only accounted for the traditional bulk cross-slip mechanism. In an earlier study, the current authors showed that the number of new dislocation sources generated during monotonic loading due to intersection cross-slip increases considerably with increasing crystal size (Hussein et al., 2015). On the other hand, when bulk cross-slip is only accounted for the dislocation multiplication is significantly slower and no considerable dislocation buildup is expected during early stages of the deformation. This latter case is in contradiction with experimental observations showing dislocation cell structure formation starting even at low strain levels (Jakobsen et al., 2007; Norfleet et al., 2008; Landau et al., 2009).

The dislocation density evolution per slip system versus time is shown in Fig. 9 for some representative simulations. As shown in Fig. 9(a), in smaller crystals having \( D \leq 2.0 \mu m \), the dislocation density remains relatively constant, with some fluctuations on all slip systems. This is typical for all crystals in Fig. 8(a) that show little or no density multiplication. When significant dislocation density multiplication is observed (i.e. for larger crystals or higher initial dislocation densities), two dislocation density evolution trends can be identified. In particular, one pair (Fig. 9(c)), or multiple pairs (Fig. 9(b) and (d)) of slip systems show a significant density increase, while other slip systems show negligible dislocation density buildup. The slip systems of each pair share a common Burgers vector, which indicate that the increase in dislocation density on these slip systems is due to continuous cross-slip of dislocations back and forth from one slip plane to the other. The number of slip system pairs that are active depends on the number of sources that have the potential to multiply and cross-slip. This number increases with increasing crystal size and/or the initial dislocation density. Hence, for larger crystals (Fig. 9(d)) or crystals with a higher initial dislocation density (Fig. 9(b)), multiple pairs activate, in contrast with lower initial dislocation density crystals (Fig. 9(c)) where only one pair is active. Smaller crystals (Fig. 9(a)) do not show such a behavior because dislocations can escape from the crystal surface shortly after becoming active and before getting a chance to be engaged in any intersection cross-slip activity.

4.2. Flow strength and cyclic hardening

Early cyclic strain hardening has been experimentally studied in pure copper and nickel (Mughrabi, 1978; Liu et al., 1993; Morrison and Chopra, 1994). Morrison and Chopra (1994) observed that cyclic hardening rates are higher for crystals oriented for multislip due to the interactions of dislocations on different slip systems. They also showed that the buildup of dislocation microstructures, particularly dislocation cell structures, goes hand in hand with cyclic hardening. In the current DDD simulations, larger crystals showed early cyclic hardening, which is attributed to the buildup of large immobile

---

**Fig. 10.** The flow strength normalized by the shear modulus and multiplied by the square root of the crystal size versus the dislocation density multiplied by the crystal size at the end of each quarter loading cycle from all the simulations.
Fig. 11. The box-counting method applied to representative dislocation microstructures from the current DDD simulations: (a) \( D = 2.0 \, \mu m \) and \( \rho_0 = 10^{13} \, m^{-2} \); (b) \( D = 5.0 \, \mu m \) and \( \rho_0 = 10^{12} \, m^{-2} \); and (c) \( D = 7.5 \, \mu m \) and \( \rho_0 = 10^{12} \, m^{-2} \). The blue arrows indicate the wall thickness and the red ones indicate the cell size. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.)
dislocation assemblies as discussed in Section 4.3. These dislocation walls reduce the mean free path of mobile dislocations in the crystal. The relative strength at the end of different loading cycles to the strength at the end of the first quarter cycle for all the simulated cases is shown in Fig. 8(c). Each data point is the average of three simulations with the same configuration but different random initial dislocation distributions. Smaller crystals that do not form any dislocation cell structures do not show any cyclic hardening even up to 80 cycles. On the other hand, larger crystals that show the development of dislocation cell structures show up to 40% increase in the yield strength after only two loading cycles. Experimental observations of copper single crystals fatigued in a multislip orientation suggest that cross-slip may play an important role in early cyclic hardening (Jin and Winter, 1988). Those experimental suggestions along with the results in Fig. 8(b), which indicate that cross-slip is frequent in larger crystals that show cyclic hardening, show the agreement between the current DDD simulations and the experimental observations when it comes to predicting cyclic hardening response.

A single crystal shear strength in dislocation mediated plasticity is typically expressed as $\tau = \mu k/\lambda$, where $k \in [0, 1]$ is a strength coefficient, and $\lambda$ is the effective (or mean) dislocation source length in the crystal. Recent DDD simulations of size effects during monotonic loading of microcrystals (El-Awady, 2015) have shown that the effective source length below a critical dislocation density varies with crystal size as $\lambda = bD/\sqrt{\rho}$, while above that critical density it is size independent with $\lambda = a/\sqrt{\rho}$. Thus, the crystal strength was shown to follow:

$$\frac{\tau}{\mu} = \frac{\beta}{\sqrt{\rho}} + \alpha \sqrt{\rho}$$

(2)

where $\tau$ is the crystal strength, $b$ is the Burgers vector magnitude, and $\alpha=0.57$ and $\beta=1.76 \times 10^{-3}$ are two dimensionless constants. It has been shown that Eq. (2) is in excellent agreement with both DDD simulations and experiments (El-Awady, 2015). Fig. 10 shows $\sqrt{\rho}$ versus $D_0$ from all the simulations at the end of each quarter cycle, as well as the predictions from Eq. (2) for comparison. While, as expected, there is a high scatter in the simulation results, the simulations agree on average with the predictions of Eq. (2). The predictions from Eq. (2) are slightly lower than the simulation data, which is mainly because the constants $\alpha$ and $\beta$ were computed based on the initial dislocation density (El-Awady, 2015), while the simulation results in Fig. 10 are the instantaneous strength and dislocation density at the end of each quarter cycle. For larger crystal sizes or higher initial dislocation densities, the slope of the simulation data in Fig. 10 agrees well with the slope predicted from Eq. (2) for the same range of $\rho D$. For smaller crystals or at low initial dislocation densities, the simulation data mostly oscillates around a constant value since no dislocation multiplication or cyclic hardening is observed. These results show the correlation between the flow strength, cyclic hardening, and the dislocation density evolution.

4.3. Microstructure evolution

As discussed earlier, an interesting observation from the current simulations is the formation of dislocation cell structures in larger crystals. These dislocation cell structures have been previously observed experimentally in larger crystals (Yu et al., 2014) and at low strains (Jakobsen et al., 2007; Norfleet et al., 2008; Landau et al., 2009). Furthermore, recent continuum dislocation dynamics studies have also shown the emergence of self-organized cell like dislocation structures (Chen et al., 2013). The current simulations show that the dislocation density buildup is irreversible. This is also clear from the relative entropy plots shown in Fig. 7, where the relative entropy is monotonically increasing. One measure for the strength of a dislocation network is the number of pinning points. Fig. 8(b), which indicate that cross-slip is frequent in larger crystals that show cyclic hardening, show the agreement between the current DDD simulations and the experimental observations when it comes to predicting cyclic hardening response. As discussed earlier, an interesting observation from the current simulations is the formation of dislocation cell structures in larger crystals. These dislocation cell structures have been previously observed experimentally in larger crystals (Yu et al., 2014) and at low strains (Jakobsen et al., 2007; Norfleet et al., 2008; Landau et al., 2009). Furthermore, recent continuum dislocation dynamics studies have also shown the emergence of self-organized cell like dislocation structures (Chen et al., 2013). The current simulations show that the dislocation density buildup is irreversible. This is also clear from the relative entropy plots shown in Fig. 7, where the relative entropy is monotonically increasing. One measure for the strength of a dislocation network is the number of pinning points. Fig. 8(b), which indicate that cross-slip is frequent in larger crystals that show cyclic hardening, show the agreement between the current DDD simulations and the experimental observations when it comes to predicting cyclic hardening response.
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The box-count of small and medium sized boxes increases with increasing the number of cycles while that of bigger boxes remains the same. This indicates that the number of dislocation walls increases, but their thickness and the dislocation cell size remain constant. For this to happen, the previously formed dislocation cells are not refined by developing new dislocation walls that run across them. Alternatively, new dislocation walls develop external to the fully developed cells. Indeed, an inspection of the dislocation microstructure reveals that the complexity of the dislocation structure grows over time as can be seen in the supplementary movie II. Fig. 12 shows two TEM-like slices having thickness of 0.25 μm and normals (111) and (111) that were extracted from the center of the simulations shown in movie II at the end of the simulation. The dislocation free regions, which constitute the interior of the dislocation cells, are marked by the pink circles (roughly spherical in shape in 3D with a mean cell radius of 1.6 μm).

It should be noted that TEM images of the dislocation microstructure extracted from a cyclically loaded prestrained (to 0.4 strain) bulk copper single crystals oriented for multislip after 50 cycles show the formation of dislocation cell structures with dislocation cell sizes in the range of 0.7 μm (Schrank et al., 1989) and the mean dislocation wall thickness is 0.1 μm. It was also shown that the dislocation cell size and wall thickness both decrease with increasing prestraining level. These experimentally observed dislocation cell sizes are smaller than those predicted from those predicted from the current simulations for the D = 7.5 μm, which can be attributed to the much lower initial dislocation density than those in those experiments. Nevertheless, further simulations with higher initial dislocation densities are needed to investigate the effect of prestraining on the dislocation microstructure formation.

In addition, a different approach by which a multitude of information regarding the spatial distribution of dislocation structures can be obtained is by using n-point correlation functions (Kroener, 1969). In this approach, the simulation volume is divided into sub-volumes and the correlations between the dislocation distribution inside each sub-volume are calculated. A one- and two-point correlation functions \( \alpha_{ij}(r) \) and \( \beta_{ijkl}(r) \) are defined by

\[
\alpha_{ij}(r) = \frac{1}{\Delta V} \sum_{p=1}^{N_c} \sum_{q=1}^{N_c} \delta(\| r_p - r_q \| - r) \sum_{u=1}^{N_p} t^i u b^j u \\
\beta_{ijkl}(r) = \frac{1}{\Delta V} \sum_{p=1}^{N_c} \sum_{q=1}^{N_c} \sum_{r=1}^{N_c} \delta(\| r_p - r_q \| - r) \sum_{u=1}^{N_p} \sum_{v=1}^{N_q} t^i u b^j v t^k v b^l v
\]

where \( \Delta V \) is the computation cell volume, \( N_c \) is the number of sub-volumes in the simulation cell, \( r_p \) and \( r_q \) are the position vectors of the centers of the sub-volumes \( p \) and \( q \) respectively, \( N_p \) and \( N_q \) are the numbers of dislocation segments in the sub-volumes \( p \) and \( q \) respectively, \( \delta \) is the Dirac delta function, \( t^i u \) is the line vector of the \( u \)th dislocation segment, and \( b^j u \) is its Burgers vector. Higher order \( n \)-point correlation functions can also be constructed in the same manner by summing over every combination of \( n \) sub-volumes. The two-point correlation function is of interest here since the locations of the peaks of this function give the separation distance of regions of high dislocation density, which in the current simulations are the dislocation walls. The two-point correlation, defined by Eq. (4), is a set of 81 distributions that fully describe the spatial distribution of the dislocation structure along with the Burgers vector distribution. For the purposes of this analysis, a reduced data set is used where the dislocations of different Burgers vectors are lumped together. This gives a two-point

![Fig. 12.](image-url) Two TEM-like slices having thickness of 0.25 μm extracted at the end of the simulation from a D = 5.0 μm simulation cell with an initial dislocation density of \( \rho_0 = 10^{22} \text{ m}^{-2} \). The dislocation cells and dislocation cell walls can be clearly observed and the low dislocation density cell interiors are marked by pink circles: (a) a slice along the (111) plane; and (b) a slice along the (111) plane. The average cell size is about 1.6 μm. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.)
Fig. 13. Selected two-point density vector plots for the final dislocation microstructure of three crystals having size \( D = 5.0 \, \mu m \) and an initial dislocation density of \( \rho_0 = 10^{12} \, m^{-2} \): (a) \( \rho_{11} \) for the first crystal; (b) \( \rho_{31} \) for the second crystal; and (c) \( \rho_{32} \) for the third crystal. The distances between the first two peaks are shown.
dislocation density vector defined by
\[ \rho_i^j (r) = \rho_{iq} (r) O_q \]
where \( O_q = 1 \) for all \( p \) and \( q \). This is a set of 9 distributions only. The components of the two-point density vector for the final dislocation microstructure of three crystals of size \( D = 5.0 \mu m \) and \( \rho_0 = 10^2 \text{m}^{-2} \) are shown in Fig. 13. The spacing between the peaks in the two-point correlations, which corresponds to the average dislocation cell size, ranges between 1.4 \( \mu m \) and 1.7 \( \mu m \). This agrees with the box-counting analysis discussed earlier in the dislocation cell size estimate of 1.6 \( \mu m \). It should be noted however that the two-point correlation is more sensitive to other dislocation distribution features, for example, the spacing distance between two adjacent dislocation cell walls corresponds to a smaller peak because the dislocation walls do not consist of perfectly parallel dislocation segments. This explains the wider peaks in the two-point correlations.

5. Summary and conclusions

The mechanical response and dislocation microstructure evolution of single crystal FCC nickel during mechanical cyclic loading have been studied using three-dimensional discrete dislocation dynamics simulations. The dependence of the cyclic strength on crystal size and initial dislocation density has been analyzed. It was found that larger crystals show cyclic hardening, significant dislocation density multiplication and dislocation structure evolution. The evolution of the dislocation microstructures was attributed to the buildup of pinning points in the dislocation network, a behavior which correlates one-to-one with the frequency of cross-slip events. A metric was suggested and utilized to study the extent to which a dislocation microstructure would evolve into a dislocation cell structure over time. It was found that larger crystals develop early fatigue dislocation cell structures that do not break down with load reversal. Finally, the box-counting method was used to estimate the thickness of the dislocation walls and the size of the dislocation cells and it was found that they depend on the crystal size but not on the number of loading cycles.
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